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# **1. Modelos Estructurales**

* Modelos estructurales vs Modelos Estadísticos
* La estimación estructural tiene múltiples limitaciones.
* El uso de modelos parsimoniosos tiene un costo, podemos caer el modelos sub-parametrizados, es decir podemos estimar modelos sesgados e inconsistentes. (Condiciones fundamentales en econometría).
* La exogeneidad estricta es un supuesto muy restrictivo en un modelo multiecuacional.
* Los modelos VAR son modelos estadísticos.
  + El poner restricciones al modelo (Matrices o condiciones- nos ayudarían a transformarlo en un modelo estructural **SVAR.**
* Los modelos de Equilibrio general son modelos estructurales | Estos modelos me permiten modelar situaciones como la **pandemia COVID-19.**
  + Permiten modelar situaciones sobre las cuales no tenemos historia, es decir una estructura consistente.

## 1.2.Modelo VAR(p)

Un modelo autorregresivo vectorial de orden ( p ), denotado como ( VAR(p) ), se define de la siguiente forma:

donde:

* es un vector de variables endógenas de dimensión .
* es un vector de constantes de dimensión .
* son las matrices de coeficientes de dimensión para cada rezago .
* son los términos de error o innovaciones, con media cero y matriz de covarianza:

donde es simétrica y definida positiva.

En forma compacta, el modelo VAR(p) capta la interdependencia dinámica entre las variables endógenas en el tiempo.

## 1.3. Propiedades Básicas

* **Endogeneidad total:** todas las variables son explicadas por sus propios rezagos y los de las demás.
* **Identificación reducida:** los residuos pueden estar correlacionados, lo que impide inferencias estructurales.
* **Necesidad de estacionariedad:** Las series deben ser integradas de orden 0 o cointegradas (en cuyo caso se usa VECM).
* Hay que recordar que al ser integradas I (1) significa que tienen raíz unitaria y son procesos no estacionarios. Si queremos trabajar en modelos multiecuacionales debemos quitar esta raíz unitaria; por eso mencionamos que necesitamos que estas series sean procesos estacionarios.
* Es decir que su media y varianza esten mas o menos alrededor de cero y constantes en el tiempo.

## 1.4. Proceso de estimación

Cada ecuación del VAR se estima por Mínimos Cuadrados Ordinarios (OLS), dado que los regresores son idénticos entre ecuaciones y se espera que el sistema no presente endogeneidad contemporánea.

El VAR describe la **dinámica conjunta de las series** y permite análisis como:

* impulso-respuesta (IRF)- Una aproximación estructural
* descomposición de varianza (FEVD),
* pronósticos conjuntos.

## 1.5. El problema de identificación

Un VAR reducido no permite identificar los efectos contemporáneos ni distinguir causalidad estructural.

## 1.6. Identificación en un modelo VAR estructural

Un VAR con ( n ) variables contiene:

parámetros en las matrices ( A ) y ( B ).

La matriz de covarianza de los errores, denotada como , solo aporta:

ecuaciones independientes.

Por lo tanto, para lograr la identificación del modelo, se requieren al menos:

restricciones adicionales, que generalmente se imponen sobre las matrices ( A ) o ( B ) (dependiendo del tipo de identificación: contemporánea, de largo plazo, o basada en restricciones de signo).

En un modelo VAR estructural (SVAR), el objetivo es recuperar las relaciones estructurales contemporáneas entre las variables, es decir, cómo los choques estructurales (innovaciones puras) afectan simultáneamente a las variables del sistema.

Sin embargo, el modelo estimado directamente (el VAR reducido) solo nos proporciona información sobre la **covarianza observada de los errores**, .  
Esta matriz tiene elementos únicos, ya que es **simétrica**.

El problema surge porque las matrices ( A ) y ( B ) contienen en total ( 2n^2 ) parámetros desconocidos, mientras que solo contamos con ecuaciones provenientes de .  
Esto implica que el sistema está **subidentificado**: hay más parámetros desconocidos que ecuaciones disponibles.

Para resolver este problema, se deben imponer **restricciones adicionales** que permitan identificar cada parámetro estructural.  
En concreto, se necesitan al menos:

restricciones adicionales para que el número de ecuaciones iguale al número de parámetros y el sistema quede **justamente identificado**.

### 🧩 Tipos de restricciones comunes

1. **Restricciones contemporáneas (modelo tipo AB o recursivo - Cholesky):**  
   Se impone una estructura triangular en ( A ) o ( B ) asumiendo que ciertas variables no responden contemporáneamente a otras.
2. **Restricciones de largo plazo (modelo tipo Blanchard-Quah):**  
   Se imponen condiciones sobre la respuesta acumulada a los choques, por ejemplo, que ciertos choques no afectan permanentemente algunas variables.
3. **Restricciones de signo (modelo de Uhlig):**  
   En lugar de ceros, se imponen signos (+/–) sobre las respuestas o sobre los impactos contemporáneos.

### 🧠 Ejemplo ilustrativo

Para un VAR de **2 variables (n = 2)**:

* Parámetros totales:
* Ecuaciones de la covarianza:
* Restricciones necesarias:

Por tanto, se necesita **al menos una restricción adicional** (por ejemplo, asumir que una variable no reacciona contemporáneamente a otra) para lograr la identificación.

💡 **Conclusión:**

* La identificación en los modelos VAR estructurales es esencial para poder interpretar los choques estimados como “causales” o “estructurales”.
* Sin restricciones suficientes, solo observamos correlaciones reducidas, no relaciones estructurales.

**Ejemplo empíco**

# =========================================================  
# 0) Paquetes y setup  
# =========================================================  
# install.packages(c("zoo","ggplot2","tseries","vars","urca","forecast","dplyr","tidyr"))  
library(zoo)

Adjuntando el paquete: 'zoo'

The following objects are masked from 'package:base':  
  
 as.Date, as.Date.numeric

library(ggplot2)  
library(tseries)

Registered S3 method overwritten by 'quantmod':  
 method from  
 as.zoo.data.frame zoo

library(vars)

Cargando paquete requerido: MASS

Cargando paquete requerido: strucchange

Cargando paquete requerido: sandwich

Cargando paquete requerido: urca

Cargando paquete requerido: lmtest

library(urca)  
library(forecast)  
library(dplyr)

Adjuntando el paquete: 'dplyr'

The following object is masked from 'package:MASS':  
  
 select

The following objects are masked from 'package:stats':  
  
 filter, lag

The following objects are masked from 'package:base':  
  
 intersect, setdiff, setequal, union

library(tidyr)  
  
set.seed(42)  
  
# =========================================================  
# 1) Calendario y variables (72 trimestres 2007Q1–2024Q4)  
# =========================================================  
T <- 72  
fq <- 4  
fechas <- as.yearqtr(seq(from = as.Date("2007-01-01"),  
 by = "quarter", length.out = T))  
vars <- c("L\_PP","L\_PIB","L\_GG","L\_GC","L\_GK","L\_IF","L\_IVA","L\_ICE","L\_IR")  
k <- length(vars)  
  
# =========================================================  
# 2) DGP: I(1) con 2 relaciones de cointegración plausibles  
# =========================================================  
# β (columnas = vectores cointegrados)  
beta <- matrix(0, nrow = k, ncol = 2, dimnames = list(vars, c("CI\_gasto","CI\_tributos")))  
beta["L\_GG","CI\_gasto"] <- 1; beta["L\_GC","CI\_gasto"] <- -0.7; beta["L\_GK","CI\_gasto"] <- -0.3  
beta["L\_IF","CI\_tributos"] <- 1; beta["L\_IVA","CI\_tributos"] <- -0.5; beta["L\_IR","CI\_tributos"] <- -0.3; beta["L\_ICE","CI\_tributos"] <- -0.2  
  
# α (velocidades de ajuste)  
alpha <- matrix(0, nrow = k, ncol = 2, dimnames = list(vars, c("CI\_gasto","CI\_tributos")))  
alpha["L\_GG","CI\_gasto"] <- -0.25  
alpha["L\_GC","CI\_gasto"] <- -0.10  
alpha["L\_GK","CI\_gasto"] <- -0.05  
alpha["L\_IF","CI\_tributos"] <- -0.20  
alpha["L\_IVA","CI\_tributos"] <- -0.10  
alpha["L\_IR","CI\_tributos"] <- -0.08  
alpha["L\_ICE","CI\_tributos"] <- -0.05  
alpha["L\_PIB","CI\_gasto"] <- -0.02  
alpha["L\_PIB","CI\_tributos"] <- -0.01  
alpha["L\_PP",] <- c(0,0) # petróleo no corrige directamente  
  
# Γ1 (dinámica de corto plazo sobre ΔY\_{t-1})  
Gamma1 <- matrix(0, nrow = k, ncol = k, dimnames = list(vars, vars))  
Gamma1["L\_PIB","L\_PP"] <- 0.10  
Gamma1["L\_IF","L\_PP"] <- 0.08  
Gamma1["L\_IF","L\_IVA"] <- 0.10; Gamma1["L\_IF","L\_IR"] <- 0.07; Gamma1["L\_IF","L\_ICE"] <- 0.05  
Gamma1["L\_GG","L\_PIB"] <- 0.06  
Gamma1["L\_GC","L\_GG"] <- 0.10; Gamma1["L\_GK","L\_GG"] <- 0.06  
  
# Σ (varianzas-covarianzas de shocks)  
Sigma <- diag(c(0.20, 0.18, 0.15, 0.12, 0.12, 0.18, 0.15, 0.12, 0.12))  
dimnames(Sigma) <- list(vars, vars)  
Sigma["L\_PIB","L\_PP"] <- Sigma["L\_PP","L\_PIB"] <- 0.05  
Sigma["L\_IF","L\_PP"] <- Sigma["L\_PP","L\_IF"] <- 0.04  
Sigma["L\_IF","L\_IVA"] <- Sigma["L\_IVA","L\_IF"] <- 0.06  
Sigma["L\_GG","L\_PIB"] <- Sigma["L\_PIB","L\_GG"] <- 0.04  
Sigma <- (Sigma + t(Sigma))/2  
C <- t(chol(Sigma))  
  
# =========================================================  
# 3) Simulación VECM (ΔY\_t = Γ1 ΔY\_{t-1} + α β' Y\_{t-1} + ε\_t)  
# =========================================================  
Y <- matrix(0, nrow = k, ncol = T, dimnames = list(vars, NULL))  
dY <- matrix(0, nrow = k, ncol = T, dimnames = list(vars, NULL))  
Y[,1] <- c(4.6, 8.5, 9.2, 8.9, 7.8, 8.6, 7.9, 6.5, 7.6)  
  
for (t in 2:T) {  
 eps\_t <- C %\*% rnorm(k)  
 EC\_lag <- t(beta) %\*% Y[, t-1] # (2x9)\*(9x1) = (2x1)  
 dY[,t] <- Gamma1 %\*% dY[,t-1] + alpha %\*% EC\_lag + eps\_t  
 Y[,t] <- Y[,t-1] + dY[,t]  
}

**Series a modelar**

Identificación económica que usaré (ajústala si quieres):

* **Petróleo (L\_PP)** es “exógeno contemporáneo”: no recibe shocks contemporáneos de otras variables (solo su propio shock).
* **PIB (L\_PIB)** puede reaccionar contemporáneamente a **petróleo**.
* **Gasto total (L\_GG)** reacciona contemporáneamente al **PIB** (reglas/prociclicidad).
* **Gasto corriente / de capital (L\_GC, L\_GK)** reaccionan a **G\_G**.
* **Ingresos (L\_IF)** reaccionan a **petróleo** (vía actividad/sector petrolero) y a **impuestos indirectos** (**L\_IVA, L\_IR, L\_ICE**).
* Para el resto, dejamos parámetros “libres” (NA) solo donde tiene sentido; el resto se fijan en 0.

Y\_ts <- ts(t(Y), start = c(2007,1), frequency = fq); colnames(Y\_ts) <- vars  
base\_wide <- data.frame(  
 fecha\_q = fechas,  
 year = as.integer(format(fechas, "%Y")),  
 quarter = as.integer(cycle(Y\_ts)),  
 as.data.frame(Y\_ts),  
 check.names = FALSE  
)  
  
base\_long <- base\_wide |>  
 pivot\_longer(cols = all\_of(vars), names\_to = "variable", values\_to = "valor")  
  
ggplot(base\_long, aes(x = fecha\_q, y = valor)) +  
 geom\_line() + facet\_wrap(~ variable, scales = "free\_y", ncol = 3) +  
 labs(title = "Series simuladas (log)", x = NULL, y = "log") +  
 theme\_minimal()

![](data:image/png;base64,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)

**Estacionariedad en niveles y en diferencias**

adf\_levels <- sapply(vars, function(v) adf.test(Y\_ts[,v])$p.value)  
adf\_diffs <- sapply(vars, function(v) adf.test(diff(Y\_ts[,v])[-1])$p.value)

Warning in adf.test(diff(Y\_ts[, v])[-1]): p-value smaller than printed p-value  
Warning in adf.test(diff(Y\_ts[, v])[-1]): p-value smaller than printed p-value

cat("\nADF p-valores en niveles:\n"); print(round(adf\_levels,4))

ADF p-valores en niveles:

L\_PP L\_PIB L\_GG L\_GC L\_GK L\_IF L\_IVA L\_ICE L\_IR   
0.5077 0.4831 0.1429 0.2622 0.8133 0.3314 0.1580 0.6756 0.1775

cat("\nADF p-valores en diferencias:\n"); print(round(adf\_diffs,4))

ADF p-valores en diferencias:

L\_PP L\_PIB L\_GG L\_GC L\_GK L\_IF L\_IVA L\_ICE L\_IR   
0.0302 0.0100 0.0100 0.0162 0.1010 0.1381 0.1824 0.0965 0.0104

## 📘 **1️⃣ Hipótesis del test ADF**

* **H₀ (nula):** La serie tiene una raíz unitaria → no estacionaria.
* **H₁ (alternativa):** La serie es estacionaria.

## 📊 **2️⃣ Resultados por niveles**

| Variable | p-valor | Interpretación |
| --- | --- | --- |
| L\_PP | 0.5077 | No se rechaza H₀ → no estacionaria |
| L\_PIB | 0.4831 | No estacionaria |
| L\_GG | 0.1429 | No estacionaria |
| L\_GC | 0.2622 | No estacionaria |
| L\_GK | 0.8133 | No estacionaria |
| L\_IF | 0.3314 | No estacionaria |
| L\_IVA | 0.1580 | No estacionaria |
| L\_ICE | 0.6756 | No estacionaria |
| L\_IR | 0.1775 | No estacionaria |

🔹 **Conclusión en niveles:**  
Todas las variables tienen p-valores > 0.05 → **no se rechaza la hipótesis nula de raíz unitaria**.  
➡️ **Ninguna serie es estacionaria en niveles.**

## 📈 **3️⃣ Resultados en primeras diferencias**

| Variable | p-valor | Interpretación |
| --- | --- | --- |
| L\_PP | 0.0302 | Estacionaria |
| L\_PIB | 0.0100 | Estacionaria |
| L\_GG | 0.0100 | Estacionaria |
| L\_GC | 0.0162 | Estacionaria |
| L\_GK | 0.1010 | No estacionaria al 5% (pero casi) |
| L\_IF | 0.1381 | No estacionaria |
| L\_IVA | 0.1824 | No estacionaria |
| L\_ICE | 0.0965 | No estacionaria (marginal al 10%) |
| L\_IR | 0.0104 | Estacionaria |

🔹 **Conclusión en diferencias:**  
La mayoría de las series

(L\_PP, L\_PIB, L\_GG, L\_GC, L\_IR)

Son estacionarias en primeras diferencias (p < 0.05).  
Algunas (L\_GK, L\_IF, L\_IVA, L\_ICE) presentan p-valores entre 0.09–0.18, lo que podría considerarse estacionarias al 10% o requerir una segunda diferencia o un ajuste de rezagos.

## **4️⃣ Implicación para el modelo VAR**

* Dado que las series no son estacionarias en niveles pero sí lo son en diferencias, se clasifican como I(1) (integradas de orden uno).
* Esto sugiere que podría existir cointegración entre ellas, por lo cual el paso siguiente sería aplicar el test de Johansen:

**Seleccionamos los rezagos en niveles (para el Test de Johansen)**

sel\_lvl <- VARselect(Y\_ts, lag.max = 4, type = "const")  
cat("\nCriterios de información (niveles):\n"); print(sel\_lvl$criteria)

Criterios de información (niveles):

1 2 3 4  
AIC(n) -1.864410e+01 -1.800915e+01 -1.739430e+01 -1.776323e+01  
HQ(n) -1.748014e+01 -1.579762e+01 -1.413521e+01 -1.345658e+01  
SC(n) -1.570651e+01 -1.242774e+01 -9.169070e+00 -6.894172e+00  
FPE(n) 8.153935e-09 1.731364e-08 4.454123e-08 6.316023e-08

p\_opt <- as.integer(sel\_lvl$selection["AIC(n)"])  
Kj <- max(2, p\_opt)  
cat("\nUsando K =", Kj, "para Johansen.\n")

Usando K = 2 para Johansen.

j\_tr <- ca.jo(Y\_ts, type = "trace", K = Kj, ecdet = "const", spec = "transitory")  
j\_eig <- ca.jo(Y\_ts, type = "eigen", K = Kj, ecdet = "const", spec = "transitory")  
cat("\n--- Johansen TRACE ---\n"); print(summary(j\_tr))

--- Johansen TRACE ---

######################   
# Johansen-Procedure #   
######################   
  
Test type: trace statistic , without linear trend and constant in cointegration   
  
Eigenvalues (lambda):  
 [1] 5.909955e-01 4.423184e-01 3.813286e-01 3.171301e-01 2.314686e-01  
 [6] 2.030888e-01 1.567262e-01 9.683625e-02 4.903297e-02 -8.006596e-17  
  
Values of teststatistic and critical values of test:  
  
 test 10pct 5pct 1pct  
r <= 8 | 3.52 7.52 9.24 12.97  
r <= 7 | 10.65 17.85 19.96 24.60  
r <= 6 | 22.58 32.00 34.91 41.07  
r <= 5 | 38.47 49.65 53.12 60.16  
r <= 4 | 56.90 71.86 76.07 84.45  
r <= 3 | 83.60 97.18 102.14 111.01  
r <= 2 | 117.22 126.58 131.70 143.09  
r <= 1 | 158.09 159.48 165.58 177.20  
r = 0 | 220.68 196.37 202.92 215.74  
  
Eigenvectors, normalised to first column:  
(These are the cointegration relations)  
  
 L\_PP.l1 L\_PIB.l1 L\_GG.l1 L\_GC.l1 L\_GK.l1  
L\_PP.l1 1.0000000 1.00000000 1.00000000 1.0000000 1.0000000  
L\_PIB.l1 0.7324992 -2.08073054 0.06556848 -0.8190391 0.7237758  
L\_GG.l1 -0.2778916 3.36639420 -1.31418394 -0.2134218 -0.8948099  
L\_GC.l1 -0.1847404 -1.88785850 -0.48758497 1.3354645 -1.3605263  
L\_GK.l1 -0.2480989 -1.37287595 0.01989781 -1.0902060 0.4782761  
L\_IF.l1 -0.1274489 0.06782783 0.80838209 -0.3852260 -1.6148731  
L\_IVA.l1 0.5791197 1.20062298 1.23863346 1.4955178 1.5141218  
L\_ICE.l1 0.7588437 -1.09644442 0.41950093 -1.0926320 2.1507986  
L\_IR.l1 1.3174608 -0.32179846 -0.11028251 0.4897667 0.6610095  
constant -21.3593180 7.20167336 -9.16030864 -4.6071778 -14.4253446  
 L\_IF.l1 L\_IVA.l1 L\_ICE.l1 L\_IR.l1 constant  
L\_PP.l1 1.00000000 1.0000000 1.0000000 1.0000000 1.000000000  
L\_PIB.l1 2.31180164 2.1965497 0.8382612 -0.4410457 0.441582292  
L\_GG.l1 -0.55387332 0.1661096 -0.1437685 0.1185211 -0.563672905  
L\_GC.l1 -0.54347756 -0.4730255 1.6080807 -0.8404113 -0.240905965  
L\_GK.l1 -0.11323347 1.0887838 -1.1336760 0.9718469 -1.549307168  
L\_IF.l1 -0.96615237 1.3870214 -0.8986143 -1.3342308 -0.491574728  
L\_IVA.l1 0.97208201 -4.9683112 -0.3383076 1.9828351 -0.690720871  
L\_ICE.l1 0.53517813 1.8773423 1.0909467 -0.1795450 0.840946996  
L\_IR.l1 -0.01142896 -0.8260108 -3.7907235 0.2523096 0.009541541  
constant -18.09336666 -5.5963588 18.1598105 -9.0688320 12.989079589  
  
Weights W:  
(This is the loading matrix)  
  
 L\_PP.l1 L\_PIB.l1 L\_GG.l1 L\_GC.l1 L\_GK.l1  
L\_PP.d -0.170837587 -0.003662898 0.0575157278 -0.131035864 0.013545373  
L\_PIB.d -0.005989066 -0.017212711 0.0395195792 0.093970593 -0.008844093  
L\_GG.d -0.014904228 -0.131448226 0.0984319174 0.031597461 0.065662423  
L\_GC.d -0.202032138 0.037061936 0.0239556762 -0.053822660 0.023277256  
L\_GK.d 0.107879149 0.040323523 0.0399504908 0.097749889 0.035514573  
L\_IF.d -0.130986197 0.022476659 -0.0809102756 -0.027650974 0.078040213  
L\_IVA.d 0.034755025 -0.021334929 -0.1195008720 -0.006213521 0.037895083  
L\_ICE.d -0.086456592 -0.026877165 -0.0523795313 0.110418160 -0.018931774  
L\_IR.d -0.244164374 -0.033087565 -0.0007176711 0.055140201 -0.006378733  
 L\_IF.l1 L\_IVA.l1 L\_ICE.l1 L\_IR.l1 constant  
L\_PP.d -0.065563423 -0.012443347 -0.015033901 -0.0218652619 7.964410e-16  
L\_PIB.d -0.057023595 0.001508587 -0.029896084 0.0119994823 -2.777417e-17  
L\_GG.d 0.024103879 -0.007603056 -0.010517381 0.0042684620 2.576200e-15  
L\_GC.d 0.025564965 0.013161977 -0.008089357 0.0011980029 5.434942e-16  
L\_GK.d -0.033141892 0.009359561 0.011561300 -0.0161955978 5.953449e-16  
L\_IF.d -0.050478050 -0.015256264 -0.014706610 0.0046688332 -2.897984e-16  
L\_IVA.d -0.023889710 0.023095483 -0.008423701 -0.0001829324 -2.094494e-16  
L\_ICE.d 0.069818273 -0.004381045 -0.008119242 -0.0154794202 -1.182713e-15  
L\_IR.d -0.007205277 0.003809481 0.018052746 0.0066262475 -6.074391e-16

cat("\n--- Johansen EIGEN ---\n"); print(summary(j\_eig))

--- Johansen EIGEN ---

######################   
# Johansen-Procedure #   
######################   
  
Test type: maximal eigenvalue statistic (lambda max) , without linear trend and constant in cointegration   
  
Eigenvalues (lambda):  
 [1] 5.909955e-01 4.423184e-01 3.813286e-01 3.171301e-01 2.314686e-01  
 [6] 2.030888e-01 1.567262e-01 9.683625e-02 4.903297e-02 -8.006596e-17  
  
Values of teststatistic and critical values of test:  
  
 test 10pct 5pct 1pct  
r <= 8 | 3.52 7.52 9.24 12.97  
r <= 7 | 7.13 13.75 15.67 20.20  
r <= 6 | 11.93 19.77 22.00 26.81  
r <= 5 | 15.89 25.56 28.14 33.24  
r <= 4 | 18.43 31.66 34.40 39.79  
r <= 3 | 26.70 37.45 40.30 46.82  
r <= 2 | 33.61 43.25 46.45 51.91  
r <= 1 | 40.88 48.91 52.00 57.95  
r = 0 | 62.58 54.35 57.42 63.71  
  
Eigenvectors, normalised to first column:  
(These are the cointegration relations)  
  
 L\_PP.l1 L\_PIB.l1 L\_GG.l1 L\_GC.l1 L\_GK.l1  
L\_PP.l1 1.0000000 1.00000000 1.00000000 1.0000000 1.0000000  
L\_PIB.l1 0.7324992 -2.08073054 0.06556848 -0.8190391 0.7237758  
L\_GG.l1 -0.2778916 3.36639420 -1.31418394 -0.2134218 -0.8948099  
L\_GC.l1 -0.1847404 -1.88785850 -0.48758497 1.3354645 -1.3605263  
L\_GK.l1 -0.2480989 -1.37287595 0.01989781 -1.0902060 0.4782761  
L\_IF.l1 -0.1274489 0.06782783 0.80838209 -0.3852260 -1.6148731  
L\_IVA.l1 0.5791197 1.20062298 1.23863346 1.4955178 1.5141218  
L\_ICE.l1 0.7588437 -1.09644442 0.41950093 -1.0926320 2.1507986  
L\_IR.l1 1.3174608 -0.32179846 -0.11028251 0.4897667 0.6610095  
constant -21.3593180 7.20167336 -9.16030864 -4.6071778 -14.4253446  
 L\_IF.l1 L\_IVA.l1 L\_ICE.l1 L\_IR.l1 constant  
L\_PP.l1 1.00000000 1.0000000 1.0000000 1.0000000 1.000000000  
L\_PIB.l1 2.31180164 2.1965497 0.8382612 -0.4410457 0.441582292  
L\_GG.l1 -0.55387332 0.1661096 -0.1437685 0.1185211 -0.563672905  
L\_GC.l1 -0.54347756 -0.4730255 1.6080807 -0.8404113 -0.240905965  
L\_GK.l1 -0.11323347 1.0887838 -1.1336760 0.9718469 -1.549307168  
L\_IF.l1 -0.96615237 1.3870214 -0.8986143 -1.3342308 -0.491574728  
L\_IVA.l1 0.97208201 -4.9683112 -0.3383076 1.9828351 -0.690720871  
L\_ICE.l1 0.53517813 1.8773423 1.0909467 -0.1795450 0.840946996  
L\_IR.l1 -0.01142896 -0.8260108 -3.7907235 0.2523096 0.009541541  
constant -18.09336666 -5.5963588 18.1598105 -9.0688320 12.989079589  
  
Weights W:  
(This is the loading matrix)  
  
 L\_PP.l1 L\_PIB.l1 L\_GG.l1 L\_GC.l1 L\_GK.l1  
L\_PP.d -0.170837587 -0.003662898 0.0575157278 -0.131035864 0.013545373  
L\_PIB.d -0.005989066 -0.017212711 0.0395195792 0.093970593 -0.008844093  
L\_GG.d -0.014904228 -0.131448226 0.0984319174 0.031597461 0.065662423  
L\_GC.d -0.202032138 0.037061936 0.0239556762 -0.053822660 0.023277256  
L\_GK.d 0.107879149 0.040323523 0.0399504908 0.097749889 0.035514573  
L\_IF.d -0.130986197 0.022476659 -0.0809102756 -0.027650974 0.078040213  
L\_IVA.d 0.034755025 -0.021334929 -0.1195008720 -0.006213521 0.037895083  
L\_ICE.d -0.086456592 -0.026877165 -0.0523795313 0.110418160 -0.018931774  
L\_IR.d -0.244164374 -0.033087565 -0.0007176711 0.055140201 -0.006378733  
 L\_IF.l1 L\_IVA.l1 L\_ICE.l1 L\_IR.l1 constant  
L\_PP.d -0.065563423 -0.012443347 -0.015033901 -0.0218652619 7.964410e-16  
L\_PIB.d -0.057023595 0.001508587 -0.029896084 0.0119994823 -2.777417e-17  
L\_GG.d 0.024103879 -0.007603056 -0.010517381 0.0042684620 2.576200e-15  
L\_GC.d 0.025564965 0.013161977 -0.008089357 0.0011980029 5.434942e-16  
L\_GK.d -0.033141892 0.009359561 0.011561300 -0.0161955978 5.953449e-16  
L\_IF.d -0.050478050 -0.015256264 -0.014706610 0.0046688332 -2.897984e-16  
L\_IVA.d -0.023889710 0.023095483 -0.008423701 -0.0001829324 -2.094494e-16  
L\_ICE.d 0.069818273 -0.004381045 -0.008119242 -0.0154794202 -1.182713e-15  
L\_IR.d -0.007205277 0.003809481 0.018052746 0.0066262475 -6.074391e-16

choose\_r\_trace <- function(jobj, alpha = 0.05) {  
 ts <- jobj@teststat  
 cv <- jobj@cval[,"5pct"]  
 sum(ts > cv)  
}  
r <- max(1, choose\_r\_trace(j\_tr, 0.05)) # asegura r≥1 para poder estimar VECM  
cat("\nRango de cointegración estimado (trace, 5%): r =", r, "\n")

Rango de cointegración estimado (trace, 5%): r = 1

La salida proviene de la selección del número óptimo de rezagos en un modelo VAR.

Los criterios de información (AIC, HQ, SC, FPE) comparan la bondad de ajuste y la penalización por complejidad del modelo (número de rezagos).

El objetivo es elegir el valor de que minimiza el criterio seleccionado.

-Normalmente **AIC** (Akaike Information Criterion) o **BIC/SC** (Schwarz Criterion).

vecm\_fit <- cajorls(j\_tr, r = r)  
cat("\n--- Beta (vectores cointegrados estimados) ---\n")

--- Beta (vectores cointegrados estimados) ---

print(vecm\_fit$beta)

ect1  
L\_PP.l1 1.0000000  
L\_PIB.l1 0.7324992  
L\_GG.l1 -0.2778916  
L\_GC.l1 -0.1847404  
L\_GK.l1 -0.2480989  
L\_IF.l1 -0.1274489  
L\_IVA.l1 0.5791197  
L\_ICE.l1 0.7588437  
L\_IR.l1 1.3174608  
constant -21.3593180

var\_from\_vecm <- vec2var(j\_tr, r = r)

Función para elejir r 5%

cat("\n--- Portmanteau ---\n"); print(serial.test(var\_from\_vecm, lags.pt = 12, type = "PT.asymptotic"))

--- Portmanteau ---

Portmanteau Test (asymptotic)  
  
data: Residuals of VAR object var\_from\_vecm  
Chi-squared = 854.21, df = 819, p-value = 0.191

$serial  
  
 Portmanteau Test (asymptotic)  
  
data: Residuals of VAR object var\_from\_vecm  
Chi-squared = 854.21, df = 819, p-value = 0.191

cat("\n--- ARCH ---\n"); print(arch.test(var\_from\_vecm, lags.multi = 5))

--- ARCH ---

ARCH (multivariate)  
  
data: Residuals of VAR object var\_from\_vecm  
Chi-squared = 2925, df = 10125, p-value = 1

$arch.mul  
  
 ARCH (multivariate)  
  
data: Residuals of VAR object var\_from\_vecm  
Chi-squared = 2925, df = 10125, p-value = 1

cat("\n--- Normalidad ---\n"); print(normality.test(var\_from\_vecm))

--- Normalidad ---

$JB  
  
 JB-Test (multivariate)  
  
data: Residuals of VAR object var\_from\_vecm  
Chi-squared = 12.03, df = 18, p-value = 0.8457  
  
  
$Skewness  
  
 Skewness only (multivariate)  
  
data: Residuals of VAR object var\_from\_vecm  
Chi-squared = 7.3634, df = 9, p-value = 0.5993  
  
  
$Kurtosis  
  
 Kurtosis only (multivariate)  
  
data: Residuals of VAR object var\_from\_vecm  
Chi-squared = 4.6671, df = 9, p-value = 0.8623

$jb.mul  
$jb.mul$JB  
  
 JB-Test (multivariate)  
  
data: Residuals of VAR object var\_from\_vecm  
Chi-squared = 12.03, df = 18, p-value = 0.8457  
  
  
$jb.mul$Skewness  
  
 Skewness only (multivariate)  
  
data: Residuals of VAR object var\_from\_vecm  
Chi-squared = 7.3634, df = 9, p-value = 0.5993  
  
  
$jb.mul$Kurtosis  
  
 Kurtosis only (multivariate)  
  
data: Residuals of VAR object var\_from\_vecm  
Chi-squared = 4.6671, df = 9, p-value = 0.8623

**Estimación Estabilidad**

var\_levels <- VAR(Y\_ts, p = Kj, type = "const")  
mod\_roots <- roots(var\_levels, modulus = TRUE)  
cat("\nMódulos de autovalores (VAR en niveles, p=Kj):\n"); print(round(sort(mod\_roots, decreasing = TRUE), 4))

Módulos de autovalores (VAR en niveles, p=Kj):

[1] 0.9700 0.9390 0.9390 0.9112 0.9112 0.7489 0.7489 0.6939 0.6939 0.5709  
[11] 0.5709 0.4576 0.4576 0.3993 0.2880 0.1840 0.1840 0.0639

plot(roots(var\_levels)) # puntos dentro del círculo => estable

![](data:image/png;base64,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)

## VAR equivalente del VECM (para IRF/FEVD/forecast)

dY\_ts <- na.omit(diff(Y\_ts))  
sel\_d <- VARselect(dY\_ts, lag.max = 4, type = "const")  
p\_d <- ifelse(is.na(as.integer(sel\_d$selection["AIC(n)"])), 2L, as.integer(sel\_d$selection["AIC(n)"]))  
cat("\nVAR(Δ) seleccionado (AIC): p\_d =", p\_d, "\n")

VAR(Δ) seleccionado (AIC): p\_d = 1

var\_d <- VAR(dY\_ts, p = p\_d, type = "const")  
stb\_diff <- stability(var\_d, type = "OLS-CUSUM")

png("stability\_VAR\_diff\_CUSUM.png", width = 1400, height = 900, res = 150)  
par(mar = c(4, 4, 2, 1))  
plot(stb\_diff)  
dev.off()

png   
 2

cat("Gráfico guardado en: stability\_VAR\_diff\_CUSUM.png\n")

Gráfico guardado en: stability\_VAR\_diff\_CUSUM.png

**IRF**

irf\_pp\_pib <- irf(var\_from\_vecm, impulse = "L\_PP", response = "L\_PIB",  
 n.ahead = 12, boot = TRUE, ci = 0.95)  
plot(irf\_pp\_pib)

![](data:image/png;base64,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)

fevd\_v <- fevd(var\_from\_vecm, n.ahead = 12)  
  
  
# Cierra cualquier gráfico abierto  
while (!is.null(dev.list())) dev.off()  
  
# Exporta el FEVD a un PNG  
png("FEVD\_VECM.png", width = 1400, height = 900, res = 150)  
par(mar = c(4,4,2,1)) # Márgenes reducidas  
plot(fevd\_v)  
dev.off()

pdf   
 2

cat("✅ Gráfico FEVD guardado como 'FEVD\_VECM.png' en tu directorio de trabajo.\n")

✅ Gráfico FEVD guardado como 'FEVD\_VECM.png' en tu directorio de trabajo.

# IRF: L\_PP → L\_PIB  
png("IRF\_L\_PP\_to\_L\_PIB.png", width = 1400, height = 900, res = 150)  
par(mar = c(4,4,2,1))  
plot(irf\_pp\_pib)  
dev.off()

png   
 2

cat("✅ Gráfico IRF guardado como 'IRF\_L\_PP\_to\_L\_PIB.png'\n")

✅ Gráfico IRF guardado como 'IRF\_L\_PP\_to\_L\_PIB.png'

## **Modelo SVAR**

# =========================================================  
# 0) Paquetes y setup  
# =========================================================  
# install.packages(c("zoo","ggplot2","tseries","vars","urca","forecast","dplyr","tidyr"))  
library(zoo)  
library(ggplot2)  
library(tseries)  
library(vars)  
library(urca)  
library(forecast)  
library(dplyr)  
library(tidyr)  
  
set.seed(42)  
  
# =========================================================  
# 1) Calendario y variables (72 trimestres 2007Q1–2024Q4)  
# =========================================================  
T <- 72  
fq <- 4  
fechas <- as.yearqtr(seq(from = as.Date("2007-01-01"),  
 by = "quarter", length.out = T))  
vars <- c("L\_PP","L\_PIB","L\_GG","L\_GC","L\_GK","L\_IF","L\_IVA","L\_ICE","L\_IR")  
k <- length(vars)  
  
# =========================================================  
# 2) DGP: I(1) con 2 cointegraciones plausibles (para simular)  
# =========================================================  
beta <- matrix(0, nrow = k, ncol = 2, dimnames = list(vars, c("CI\_gasto","CI\_tributos")))  
beta["L\_GG","CI\_gasto"] <- 1; beta["L\_GC","CI\_gasto"] <- -0.7; beta["L\_GK","CI\_gasto"] <- -0.3  
beta["L\_IF","CI\_tributos"] <- 1; beta["L\_IVA","CI\_tributos"] <- -0.5; beta["L\_IR","CI\_tributos"] <- -0.3; beta["L\_ICE","CI\_tributos"] <- -0.2  
  
alpha <- matrix(0, nrow = k, ncol = 2, dimnames = list(vars, c("CI\_gasto","CI\_tributos")))  
alpha["L\_GG","CI\_gasto"] <- -0.25  
alpha["L\_GC","CI\_gasto"] <- -0.10  
alpha["L\_GK","CI\_gasto"] <- -0.05  
alpha["L\_IF","CI\_tributos"] <- -0.20  
alpha["L\_IVA","CI\_tributos"] <- -0.10  
alpha["L\_IR","CI\_tributos"] <- -0.08  
alpha["L\_ICE","CI\_tributos"] <- -0.05  
alpha["L\_PIB","CI\_gasto"] <- -0.02  
alpha["L\_PIB","CI\_tributos"] <- -0.01  
alpha["L\_PP",] <- c(0,0) # petróleo no corrige directamente  
  
Gamma1 <- matrix(0, nrow = k, ncol = k, dimnames = list(vars, vars))  
Gamma1["L\_PIB","L\_PP"] <- 0.10  
Gamma1["L\_IF","L\_PP"] <- 0.08  
Gamma1["L\_IF","L\_IVA"] <- 0.10; Gamma1["L\_IF","L\_IR"] <- 0.07; Gamma1["L\_IF","L\_ICE"] <- 0.05  
Gamma1["L\_GG","L\_PIB"] <- 0.06  
Gamma1["L\_GC","L\_GG"] <- 0.10  
Gamma1["L\_GK","L\_GG"] <- 0.06  
  
Sigma <- diag(c(0.20, 0.18, 0.15, 0.12, 0.12, 0.18, 0.15, 0.12, 0.12))  
dimnames(Sigma) <- list(vars, vars)  
Sigma["L\_PIB","L\_PP"] <- Sigma["L\_PP","L\_PIB"] <- 0.05  
Sigma["L\_IF","L\_PP"] <- Sigma["L\_PP","L\_IF"] <- 0.04  
Sigma["L\_IF","L\_IVA"] <- Sigma["L\_IVA","L\_IF"] <- 0.06  
Sigma["L\_GG","L\_PIB"] <- Sigma["L\_PIB","L\_GG"] <- 0.04  
Sigma <- (Sigma + t(Sigma))/2  
C <- t(chol(Sigma))  
  
# =========================================================  
# 3) Simulación VECM (ΔY\_t = Γ1 ΔY\_{t-1} + α β' Y\_{t-1} + ε\_t)  
# =========================================================  
Y <- matrix(0, nrow = k, ncol = T, dimnames = list(vars, NULL))  
dY <- matrix(0, nrow = k, ncol = T, dimnames = list(vars, NULL))  
Y[,1] <- c(4.6, 8.5, 9.2, 8.9, 7.8, 8.6, 7.9, 6.5, 7.6)  
  
for (t in 2:T) {  
 eps\_t <- C %\*% rnorm(k)  
 EC\_lag <- t(beta) %\*% Y[, t-1] # (2x9)\*(9x1) = (2x1)  
 dY[,t] <- Gamma1 %\*% dY[,t-1] + alpha %\*% EC\_lag + eps\_t  
 Y[,t] <- Y[,t-1] + dY[,t]  
}  
  
Y\_ts <- ts(t(Y), start = c(2007,1), frequency = fq); colnames(Y\_ts) <- vars

dY\_ts <- na.omit(diff(Y\_ts))  
sel\_d <- VARselect(dY\_ts, lag.max = 4, type = "const")  
p\_d <- ifelse(is.na(as.integer(sel\_d$selection["AIC(n)"])), 2L, as.integer(sel\_d$selection["AIC(n)"]))  
cat("Rezagos VAR(Δ) (AIC): p\_d =", p\_d, "\n")

Rezagos VAR(Δ) (AIC): p\_d = 1

var\_d <- VAR(dY\_ts, p = p\_d, type = "const") # <- 'varest'  
cat("\nResumen VAR(Δ):\n"); print(summary(var\_d))

Resumen VAR(Δ):

VAR Estimation Results:  
=========================   
Endogenous variables: L\_PP, L\_PIB, L\_GG, L\_GC, L\_GK, L\_IF, L\_IVA, L\_ICE, L\_IR   
Deterministic variables: const   
Sample size: 70   
Log Likelihood: -196.861   
Roots of the characteristic polynomial:  
0.3844 0.3699 0.3699 0.2873 0.2873 0.2268 0.1286 0.1286 0.1173  
Call:  
VAR(y = dY\_ts, p = p\_d, type = "const")  
  
  
Estimation results for equation L\_PP:   
=====================================   
L\_PP = L\_PP.l1 + L\_PIB.l1 + L\_GG.l1 + L\_GC.l1 + L\_GK.l1 + L\_IF.l1 + L\_IVA.l1 + L\_ICE.l1 + L\_IR.l1 + const   
  
 Estimate Std. Error t value Pr(>|t|)   
L\_PP.l1 0.006144 0.139235 0.044 0.9649   
L\_PIB.l1 -0.270701 0.160059 -1.691 0.0960 .  
L\_GG.l1 0.050977 0.124205 0.410 0.6830   
L\_GC.l1 -0.262953 0.220490 -1.193 0.2377   
L\_GK.l1 -0.160439 0.177812 -0.902 0.3705   
L\_IF.l1 0.190770 0.162370 1.175 0.2447   
L\_IVA.l1 -0.229206 0.182196 -1.258 0.2133   
L\_ICE.l1 -0.145232 0.156537 -0.928 0.3572   
L\_IR.l1 0.318083 0.179151 1.775 0.0809 .  
const -0.021665 0.060722 -0.357 0.7225   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
  
Residual standard error: 0.4629 on 60 degrees of freedom  
Multiple R-Squared: 0.1471, Adjusted R-squared: 0.01921   
F-statistic: 1.15 on 9 and 60 DF, p-value: 0.3431   
  
  
Estimation results for equation L\_PIB:   
======================================   
L\_PIB = L\_PP.l1 + L\_PIB.l1 + L\_GG.l1 + L\_GC.l1 + L\_GK.l1 + L\_IF.l1 + L\_IVA.l1 + L\_ICE.l1 + L\_IR.l1 + const   
  
 Estimate Std. Error t value Pr(>|t|)   
L\_PP.l1 0.013107 0.117795 0.111 0.9118   
L\_PIB.l1 -0.108425 0.135413 -0.801 0.4265   
L\_GG.l1 0.139025 0.105079 1.323 0.1908   
L\_GC.l1 -0.115211 0.186538 -0.618 0.5392   
L\_GK.l1 0.016799 0.150431 0.112 0.9115   
L\_IF.l1 0.081897 0.137368 0.596 0.5533   
L\_IVA.l1 0.174036 0.154141 1.129 0.2634   
L\_ICE.l1 -0.233048 0.132433 -1.760 0.0835 .  
L\_IR.l1 0.246361 0.151565 1.625 0.1093   
const -0.009392 0.051372 -0.183 0.8556   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
  
Residual standard error: 0.3916 on 60 degrees of freedom  
Multiple R-Squared: 0.1263, Adjusted R-squared: -0.004795   
F-statistic: 0.9634 on 9 and 60 DF, p-value: 0.4789   
  
  
Estimation results for equation L\_GG:   
=====================================   
L\_GG = L\_PP.l1 + L\_PIB.l1 + L\_GG.l1 + L\_GC.l1 + L\_GK.l1 + L\_IF.l1 + L\_IVA.l1 + L\_ICE.l1 + L\_IR.l1 + const   
  
 Estimate Std. Error t value Pr(>|t|)   
L\_PP.l1 0.129842 0.147409 0.881 0.3819   
L\_PIB.l1 0.037703 0.169457 0.222 0.8247   
L\_GG.l1 0.147612 0.131497 1.123 0.2661   
L\_GC.l1 0.106570 0.233435 0.457 0.6497   
L\_GK.l1 0.107221 0.188251 0.570 0.5711   
L\_IF.l1 -0.006656 0.171903 -0.039 0.9692   
L\_IVA.l1 0.329128 0.192893 1.706 0.0931 .  
L\_ICE.l1 0.083153 0.165728 0.502 0.6177   
L\_IR.l1 0.304865 0.189670 1.607 0.1132   
const -0.023708 0.064287 -0.369 0.7136   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
  
Residual standard error: 0.4901 on 60 degrees of freedom  
Multiple R-Squared: 0.1326, Adjusted R-squared: 0.002536   
F-statistic: 1.019 on 9 and 60 DF, p-value: 0.4352   
  
  
Estimation results for equation L\_GC:   
=====================================   
L\_GC = L\_PP.l1 + L\_PIB.l1 + L\_GG.l1 + L\_GC.l1 + L\_GK.l1 + L\_IF.l1 + L\_IVA.l1 + L\_ICE.l1 + L\_IR.l1 + const   
  
 Estimate Std. Error t value Pr(>|t|)   
L\_PP.l1 -0.027326 0.086987 -0.314 0.7545   
L\_PIB.l1 0.027759 0.099997 0.278 0.7823   
L\_GG.l1 0.000186 0.077597 0.002 0.9981   
L\_GC.l1 -0.116962 0.137752 -0.849 0.3992   
L\_GK.l1 0.030642 0.111088 0.276 0.7836   
L\_IF.l1 -0.157829 0.101441 -1.556 0.1250   
L\_IVA.l1 0.025977 0.113827 0.228 0.8203   
L\_ICE.l1 0.198581 0.097797 2.031 0.0467 \*  
L\_IR.l1 0.039181 0.111925 0.350 0.7275   
const -0.069440 0.037936 -1.830 0.0722 .  
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
  
Residual standard error: 0.2892 on 60 degrees of freedom  
Multiple R-Squared: 0.1607, Adjusted R-squared: 0.03475   
F-statistic: 1.276 on 9 and 60 DF, p-value: 0.2687   
  
  
Estimation results for equation L\_GK:   
=====================================   
L\_GK = L\_PP.l1 + L\_PIB.l1 + L\_GG.l1 + L\_GC.l1 + L\_GK.l1 + L\_IF.l1 + L\_IVA.l1 + L\_ICE.l1 + L\_IR.l1 + const   
  
 Estimate Std. Error t value Pr(>|t|)  
L\_PP.l1 -0.01966 0.10528 -0.187 0.852  
L\_PIB.l1 0.06611 0.12103 0.546 0.587  
L\_GG.l1 -0.04100 0.09392 -0.437 0.664  
L\_GC.l1 0.10285 0.16673 0.617 0.540  
L\_GK.l1 -0.11631 0.13445 -0.865 0.390  
L\_IF.l1 0.19534 0.12278 1.591 0.117  
L\_IVA.l1 -0.13374 0.13777 -0.971 0.336  
L\_ICE.l1 -0.16472 0.11837 -1.392 0.169  
L\_IR.l1 0.12174 0.13547 0.899 0.372  
const -0.04998 0.04592 -1.088 0.281  
  
  
Residual standard error: 0.35 on 60 degrees of freedom  
Multiple R-Squared: 0.1415, Adjusted R-squared: 0.01277   
F-statistic: 1.099 on 9 and 60 DF, p-value: 0.3773   
  
  
Estimation results for equation L\_IF:   
=====================================   
L\_IF = L\_PP.l1 + L\_PIB.l1 + L\_GG.l1 + L\_GC.l1 + L\_GK.l1 + L\_IF.l1 + L\_IVA.l1 + L\_ICE.l1 + L\_IR.l1 + const   
  
 Estimate Std. Error t value Pr(>|t|)  
L\_PP.l1 -0.09814 0.12374 -0.793 0.431  
L\_PIB.l1 -0.08250 0.14224 -0.580 0.564  
L\_GG.l1 -0.11260 0.11038 -1.020 0.312  
L\_GC.l1 -0.14983 0.19595 -0.765 0.447  
L\_GK.l1 -0.25196 0.15802 -1.594 0.116  
L\_IF.l1 0.22234 0.14430 1.541 0.129  
L\_IVA.l1 0.24038 0.16192 1.485 0.143  
L\_ICE.l1 0.08121 0.13911 0.584 0.562  
L\_IR.l1 -0.04844 0.15921 -0.304 0.762  
const -0.04600 0.05396 -0.852 0.397  
  
  
Residual standard error: 0.4114 on 60 degrees of freedom  
Multiple R-Squared: 0.2204, Adjusted R-squared: 0.1035   
F-statistic: 1.885 on 9 and 60 DF, p-value: 0.07158   
  
  
Estimation results for equation L\_IVA:   
======================================   
L\_IVA = L\_PP.l1 + L\_PIB.l1 + L\_GG.l1 + L\_GC.l1 + L\_GK.l1 + L\_IF.l1 + L\_IVA.l1 + L\_ICE.l1 + L\_IR.l1 + const   
  
 Estimate Std. Error t value Pr(>|t|)  
L\_PP.l1 -0.12070 0.11075 -1.090 0.280  
L\_PIB.l1 0.19782 0.12732 1.554 0.126  
L\_GG.l1 -0.02788 0.09880 -0.282 0.779  
L\_GC.l1 0.15912 0.17539 0.907 0.368  
L\_GK.l1 -0.11119 0.14144 -0.786 0.435  
L\_IF.l1 0.03385 0.12916 0.262 0.794  
L\_IVA.l1 0.18860 0.14493 1.301 0.198  
L\_ICE.l1 0.03268 0.12452 0.262 0.794  
L\_IR.l1 -0.14104 0.14251 -0.990 0.326  
const -0.03429 0.04830 -0.710 0.481  
  
  
Residual standard error: 0.3682 on 60 degrees of freedom  
Multiple R-Squared: 0.1624, Adjusted R-squared: 0.03672   
F-statistic: 1.292 on 9 and 60 DF, p-value: 0.2601   
  
  
Estimation results for equation L\_ICE:   
======================================   
L\_ICE = L\_PP.l1 + L\_PIB.l1 + L\_GG.l1 + L\_GC.l1 + L\_GK.l1 + L\_IF.l1 + L\_IVA.l1 + L\_ICE.l1 + L\_IR.l1 + const   
  
 Estimate Std. Error t value Pr(>|t|)   
L\_PP.l1 0.11530 0.11148 1.034 0.3052   
L\_PIB.l1 -0.07117 0.12816 -0.555 0.5807   
L\_GG.l1 -0.08798 0.09945 -0.885 0.3798   
L\_GC.l1 -0.07259 0.17654 -0.411 0.6824   
L\_GK.l1 -0.20319 0.14237 -1.427 0.1587   
L\_IF.l1 -0.11829 0.13001 -0.910 0.3665   
L\_IVA.l1 0.31812 0.14588 2.181 0.0331 \*  
L\_ICE.l1 -0.13038 0.12534 -1.040 0.3024   
L\_IR.l1 0.06344 0.14344 0.442 0.6599   
const -0.06346 0.04862 -1.305 0.1968   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
  
Residual standard error: 0.3706 on 60 degrees of freedom  
Multiple R-Squared: 0.1263, Adjusted R-squared: -0.004702   
F-statistic: 0.9641 on 9 and 60 DF, p-value: 0.4784   
  
  
Estimation results for equation L\_IR:   
=====================================   
L\_IR = L\_PP.l1 + L\_PIB.l1 + L\_GG.l1 + L\_GC.l1 + L\_GK.l1 + L\_IF.l1 + L\_IVA.l1 + L\_ICE.l1 + L\_IR.l1 + const   
  
 Estimate Std. Error t value Pr(>|t|)   
L\_PP.l1 0.019853 0.097462 0.204 0.8393   
L\_PIB.l1 -0.083797 0.112039 -0.748 0.4574   
L\_GG.l1 -0.006524 0.086942 -0.075 0.9404   
L\_GC.l1 -0.052402 0.154340 -0.340 0.7354   
L\_GK.l1 0.012229 0.124466 0.098 0.9221   
L\_IF.l1 0.127941 0.113657 1.126 0.2648   
L\_IVA.l1 -0.260281 0.127535 -2.041 0.0457 \*  
L\_ICE.l1 -0.006577 0.109574 -0.060 0.9523   
L\_IR.l1 -0.022772 0.125403 -0.182 0.8565   
const -0.034965 0.042504 -0.823 0.4140   
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
  
Residual standard error: 0.324 on 60 degrees of freedom  
Multiple R-Squared: 0.08923, Adjusted R-squared: -0.04738   
F-statistic: 0.6532 on 9 and 60 DF, p-value: 0.7471   
  
  
  
Covariance matrix of residuals:  
 L\_PP L\_PIB L\_GG L\_GC L\_GK L\_IF L\_IVA  
L\_PP 0.2142737 0.019537 0.024792 0.0385602 0.0003262 0.066916 -0.0272871  
L\_PIB 0.0195370 0.153364 0.055971 -0.0060646 -0.0080788 0.035731 0.0096208  
L\_GG 0.0247924 0.055971 0.240173 -0.0075004 -0.0231070 -0.003968 -0.0263040  
L\_GC 0.0385602 -0.006065 -0.007500 0.0836341 -0.0236269 0.023771 0.0008537  
L\_GK 0.0003262 -0.008079 -0.023107 -0.0236269 0.1225169 -0.022639 -0.0023202  
L\_IF 0.0669159 0.035731 -0.003968 0.0237714 -0.0226385 0.169227 0.0631867  
L\_IVA -0.0272871 0.009621 -0.026304 0.0008537 -0.0023202 0.063187 0.1355797  
L\_ICE -0.0335923 -0.016986 0.016064 -0.0051152 -0.0121047 -0.024500 0.0048957  
L\_IR -0.0173999 -0.011026 0.019756 0.0168764 -0.0151485 -0.003703 -0.0114097  
 L\_ICE L\_IR  
L\_PP -0.033592 -0.017400  
L\_PIB -0.016986 -0.011026  
L\_GG 0.016064 0.019756  
L\_GC -0.005115 0.016876  
L\_GK -0.012105 -0.015149  
L\_IF -0.024500 -0.003703  
L\_IVA 0.004896 -0.011410  
L\_ICE 0.137370 0.012749  
L\_IR 0.012749 0.104990  
  
Correlation matrix of residuals:  
 L\_PP L\_PIB L\_GG L\_GC L\_GK L\_IF L\_IVA  
L\_PP 1.000000 0.10777 0.10929 0.288047 0.002013 0.35141 -0.160094  
L\_PIB 0.107773 1.00000 0.29164 -0.053548 -0.058937 0.22180 0.066719  
L\_GG 0.109288 0.29164 1.00000 -0.052921 -0.134705 -0.01968 -0.145768  
L\_GC 0.288047 -0.05355 -0.05292 1.000000 -0.233409 0.19982 0.008017  
L\_GK 0.002013 -0.05894 -0.13470 -0.233409 1.000000 -0.15722 -0.018003  
L\_IF 0.351407 0.22180 -0.01968 0.199815 -0.157223 1.00000 0.417151  
L\_IVA -0.160094 0.06672 -0.14577 0.008017 -0.018003 0.41715 1.000000  
L\_ICE -0.195798 -0.11703 0.08844 -0.047723 -0.093306 -0.16069 0.035873  
L\_IR -0.116008 -0.08690 0.12441 0.180101 -0.133567 -0.02778 -0.095632  
 L\_ICE L\_IR  
L\_PP -0.19580 -0.11601  
L\_PIB -0.11703 -0.08690  
L\_GG 0.08844 0.12441  
L\_GC -0.04772 0.18010  
L\_GK -0.09331 -0.13357  
L\_IF -0.16069 -0.02778  
L\_IVA 0.03587 -0.09563  
L\_ICE 1.00000 0.10616  
L\_IR 0.10616 1.00000

# Diagnósticos rápidos  
cat("\nPortmanteau (autocorrelación):\n"); print(serial.test(var\_d, lags.pt = 12, type = "PT.asymptotic"))

Portmanteau (autocorrelación):

Portmanteau Test (asymptotic)  
  
data: Residuals of VAR object var\_d  
Chi-squared = 824.07, df = 891, p-value = 0.9464

$serial  
  
 Portmanteau Test (asymptotic)  
  
data: Residuals of VAR object var\_d  
Chi-squared = 824.07, df = 891, p-value = 0.9464

cat("\nARCH (heterocedasticidad):\n"); print(arch.test(var\_d, lags.multi = 5))

ARCH (heterocedasticidad):

ARCH (multivariate)  
  
data: Residuals of VAR object var\_d  
Chi-squared = 2925, df = 10125, p-value = 1

$arch.mul  
  
 ARCH (multivariate)  
  
data: Residuals of VAR object var\_d  
Chi-squared = 2925, df = 10125, p-value = 1

cat("\nNormalidad (Jarque-Bera multivariante):\n"); print(normality.test(var\_d))

Normalidad (Jarque-Bera multivariante):

$JB  
  
 JB-Test (multivariate)  
  
data: Residuals of VAR object var\_d  
Chi-squared = 15.505, df = 18, p-value = 0.6271  
  
  
$Skewness  
  
 Skewness only (multivariate)  
  
data: Residuals of VAR object var\_d  
Chi-squared = 6.9774, df = 9, p-value = 0.6395  
  
  
$Kurtosis  
  
 Kurtosis only (multivariate)  
  
data: Residuals of VAR object var\_d  
Chi-squared = 8.5275, df = 9, p-value = 0.482

$jb.mul  
$jb.mul$JB  
  
 JB-Test (multivariate)  
  
data: Residuals of VAR object var\_d  
Chi-squared = 15.505, df = 18, p-value = 0.6271  
  
  
$jb.mul$Skewness  
  
 Skewness only (multivariate)  
  
data: Residuals of VAR object var\_d  
Chi-squared = 6.9774, df = 9, p-value = 0.6395  
  
  
$jb.mul$Kurtosis  
  
 Kurtosis only (multivariate)  
  
data: Residuals of VAR object var\_d  
Chi-squared = 8.5275, df = 9, p-value = 0.482

# Estabilidad (raíces del VAR(Δ))  
mod\_roots <- roots(var\_d, modulus = TRUE)  
cat("\nMódulos de autovalores (VAR(Δ)):\n"); print(round(sort(mod\_roots, decreasing = TRUE), 4))

Módulos de autovalores (VAR(Δ)):

[1] 0.3844 0.3699 0.3699 0.2873 0.2873 0.2268 0.1286 0.1286 0.1173

vnames\_d <- colnames(var\_d$y)  
K <- length(vnames\_d)  
  
# A: 1 en diagonal; 0 = cero fijo; NA = libre  
Amat\_d <- diag(1, K); dimnames(Amat\_d) <- list(vnames\_d, vnames\_d)  
  
# ΔL\_PP (shock de petróleo) NO recibe contemporáneos del resto:  
Amat\_d["L\_PP", setdiff(vnames\_d, "L\_PP")] <- 0  
  
# Canales contemporáneos plausibles (libres)  
Amat\_d["L\_PIB","L\_PP"] <- NA # petróleo → PIB  
Amat\_d["L\_GG","L\_PIB"] <- NA # PIB → gasto total  
Amat\_d["L\_GC","L\_GG"] <- NA # gasto total → gasto corriente  
Amat\_d["L\_GK","L\_GG"] <- NA # gasto total → gasto capital  
Amat\_d["L\_IF","L\_PP"] <- NA # petróleo → ingresos fiscales  
Amat\_d["L\_IF","L\_IVA"] <- NA # IVA → ingresos fiscales  
Amat\_d["L\_IF","L\_IR"] <- NA # IR → ingresos fiscales  
Amat\_d["L\_IF","L\_ICE"] <- NA # ICE → ingresos fiscales  
# (todo lo no especificado queda en 0; ajusta NA/0 según tu narrativa)  
  
# B: diagonal (NA para las sd de los shocks), 0 fuera  
Bmat\_d <- diag(NA, K); dimnames(Bmat\_d) <- list(vnames\_d, vnames\_d)  
Bmat\_d[row(Bmat\_d) != col(Bmat\_d)] <- 0  
  
# Estimar SVAR(Δ)  
svar\_d <- SVAR(var\_d, Amat = Amat\_d, Bmat = Bmat\_d, estmethod = "direct")  
cat("\nSVAR(Δ) estimado con éxito.\n")

SVAR(Δ) estimado con éxito.

while (!is.null(dev.list())) dev.off()  
  
# IRF: shock petróleo → PIB  
irf\_pp\_pib\_d <- irf(svar\_d, impulse = "L\_PP", response = "L\_PIB",  
 n.ahead = 12, boot = TRUE, ci = 0.95)  
png("IRF\_SVAR\_DIFF\_LPP\_to\_LPIB.png", width = 1400, height = 900, res = 150)  
par(mar = c(4,4,2,1)); plot(irf\_pp\_pib\_d); dev.off()

pdf   
 2

cat("✅ Guardado: IRF\_SVAR\_DIFF\_LPP\_to\_LPIB.png\n")

✅ Guardado: IRF\_SVAR\_DIFF\_LPP\_to\_LPIB.png

# IRF: shock petróleo → ingresos fiscales  
irf\_pp\_if\_d <- irf(svar\_d, impulse = "L\_PP", response = "L\_IF",  
 n.ahead = 12, boot = TRUE, ci = 0.95)  
png("IRF\_SVAR\_DIFF\_LPP\_to\_LIF.png", width = 1400, height = 900, res = 150)  
par(mar = c(4,4,2,1)); plot(irf\_pp\_if\_d); dev.off()

pdf   
 2

cat("✅ Guardado: IRF\_SVAR\_DIFF\_LPP\_to\_LIF.png\n")

✅ Guardado: IRF\_SVAR\_DIFF\_LPP\_to\_LIF.png

# FEVD (12 pasos)  
fevd\_d <- fevd(svar\_d, n.ahead = 12)  
png("FEVD\_SVAR\_DIFF\_12.png", width = 1400, height = 900, res = 150)  
par(mar = c(4,4,2,1)); plot(fevd\_d); dev.off()

pdf   
 2

cat("✅ Guardado: FEVD\_SVAR\_DIFF\_12.png\n")

✅ Guardado: FEVD\_SVAR\_DIFF\_12.png

# IRFs de petróleo hacia todas las respuestas (lote)  
responses <- c("L\_PIB","L\_GG","L\_GC","L\_GK","L\_IF","L\_IVA","L\_ICE","L\_IR")  
for (resp in responses) {  
 f <- irf(svar\_d, impulse = "L\_PP", response = resp, n.ahead = 12, boot = TRUE, ci = 0.95)  
 fn <- paste0("IRF\_SVAR\_DIFF\_LPP\_to\_", resp, ".png")  
 png(fn, width = 1400, height = 900, res = 150)  
 par(mar = c(4,4,2,1)); plot(f); dev.off()  
 cat("✅ Guardado: ", fn, "\n", sep = "")  
}

✅ Guardado: IRF\_SVAR\_DIFF\_LPP\_to\_L\_PIB.png

✅ Guardado: IRF\_SVAR\_DIFF\_LPP\_to\_L\_GG.png

✅ Guardado: IRF\_SVAR\_DIFF\_LPP\_to\_L\_GC.png

✅ Guardado: IRF\_SVAR\_DIFF\_LPP\_to\_L\_GK.png

✅ Guardado: IRF\_SVAR\_DIFF\_LPP\_to\_L\_IF.png

✅ Guardado: IRF\_SVAR\_DIFF\_LPP\_to\_L\_IVA.png

✅ Guardado: IRF\_SVAR\_DIFF\_LPP\_to\_L\_ICE.png

✅ Guardado: IRF\_SVAR\_DIFF\_LPP\_to\_L\_IR.png

cat("\n=== FIN: SVAR en diferencias (estacionario) con gráficos exportados ===\n")

=== FIN: SVAR en diferencias (estacionario) con gráficos exportados ===

Forecast

# ===============================  
# FORECAST con VAR en diferencias  
# ===============================  
  
# Horizonte de pronóstico (trimestres)  
h <- 8 # 2 años  
  
# 1) Pronóstico de diferencias (Δlog) con el VAR estacionario  
fc\_d <- predict(var\_d, n.ahead = h, ci = 0.95)  
  
# Extraer medias, límites inferior/superior por variable  
vnames\_d <- colnames(var\_d$y)  
dhat\_mean <- sapply(vnames\_d, function(v) fc\_d$fcst[[v]][, "fcst"])  
dhat\_low <- sapply(vnames\_d, function(v) fc\_d$fcst[[v]][, "lower"])  
dhat\_high <- sapply(vnames\_d, function(v) fc\_d$fcst[[v]][, "upper"])  
  
# 2) Reconstruir niveles (logs) desde el último dato observado  
last\_level <- as.numeric(tail(Y\_ts, 1)) # vector de 9 niveles (logs) en 2024Q4  
names(last\_level) <- colnames(Y\_ts)  
  
# Función auxiliar: acumula difs para pasar a niveles  
rebuild\_levels <- function(last\_level, diffs\_mat) {  
 # diffs\_mat: h x k (Δlog pronosticadas)  
 lev <- matrix(NA\_real\_, nrow = nrow(diffs\_mat), ncol = ncol(diffs\_mat))  
 colnames(lev) <- colnames(diffs\_mat)  
 prev <- last\_level  
 for (t in 1:nrow(diffs\_mat)) {  
 lev[t, ] <- prev + diffs\_mat[t, ]  
 prev <- lev[t, ]  
 }  
 lev  
}  
  
# Niveles pronosticados (punto), y bandas aprox. por acumulación (didáctico)  
lev\_hat\_mean <- rebuild\_levels(last\_level, dhat\_mean)  
lev\_hat\_low <- rebuild\_levels(last\_level, dhat\_low)  
lev\_hat\_high <- rebuild\_levels(last\_level, dhat\_high)  
  
# 3) Construir fechas futuras (trimestres posteriores a 2024Q4)  
# Reusamos la secuencia "fechas" que ya tienes (2007Q1..2024Q4) y la extendemos  
fechas\_all <- as.yearqtr(seq(from = as.Date("2007-01-01"), by = "quarter", length.out = T + h))  
fechas\_fc <- tail(fechas\_all, h) # fechas pronóstico  
  
# 4) Armar data.frames para exportar a CSV  
# a) Pronóstico en diferencias  
fc\_diff\_df <- data.frame(  
 fecha\_q = fechas\_fc,  
 as.data.frame(dhat\_mean),  
 check.names = FALSE  
)  
  
# b) Pronóstico en niveles (logs)  
fc\_level\_df <- data.frame(  
 fecha\_q = fechas\_fc,  
 as.data.frame(lev\_hat\_mean),  
 check.names = FALSE  
)  
  
# 5) Exportar a CSV (carpeta de trabajo actual)  
write.csv(fc\_diff\_df, "forecast\_VARdiff\_deltas.csv", row.names = FALSE)  
write.csv(fc\_level\_df, "forecast\_VARdiff\_levels.csv", row.names = FALSE)  
cat("✅ CSV guardados: forecast\_VARdiff\_deltas.csv, forecast\_VARdiff\_levels.csv\n")

✅ CSV guardados: forecast\_VARdiff\_deltas.csv, forecast\_VARdiff\_levels.csv

# 6) Gráficos exportados (histórico + pronóstico) para 4 variables clave  
plot\_series\_fc <- function(varname, file\_png) {  
 # Serie histórica (niveles log)  
 hist\_ts <- Y\_ts[, varname]  
 # Serie pronosticada (niveles log)  
 fc\_ts <- ts(lev\_hat\_mean[, varname],  
 start = c(2007 + (T)/4, (T %% 4) + 1), # arranque inmediatamente después  
 frequency = 4)  
  
 # Cierra y abre dispositivo PNG grande para evitar márgenes  
 while (!is.null(dev.list())) dev.off()  
 png(file\_png, width = 1400, height = 900, res = 150)  
 par(mar = c(4,4,2,1))  
 # Gráfico base del histórico  
 plot(hist\_ts, type = "l", lwd = 2, xlab = "Trimestre", ylab = "Log(nivel)",  
 main = paste("Histórico y Forecast (niveles log) -", varname))  
 # Añadir pronóstico  
 lines(window(fc\_ts, start = tsp(fc\_ts)[1]), lwd = 2, lty = 2)  
 # Límites (aprox.) de confianza en niveles  
 lines(ts(lev\_hat\_low[, varname],  
 start = start(fc\_ts), frequency = 4), lty = 3)  
 lines(ts(lev\_hat\_high[, varname],  
 start = start(fc\_ts), frequency = 4), lty = 3)  
 legend("topleft", bty = "n",  
 legend = c("Histórico", "Pronóstico (media)", "Banda baja", "Banda alta"),  
 lwd = c(2,2,1,1), lty = c(1,2,3,3))  
 dev.off()  
 cat("✅ Gráfico guardado:", file\_png, "\n")  
}  
  
# Elige algunas variables representativas para la clase:  
for (vn in c("L\_PP","L\_PIB","L\_GG","L\_IF")) {  
 plot\_series\_fc(vn, paste0("FC\_LEVELS\_", vn, ".png"))  
}

✅ Gráfico guardado: FC\_LEVELS\_L\_PP.png

✅ Gráfico guardado: FC\_LEVELS\_L\_PIB.png

✅ Gráfico guardado: FC\_LEVELS\_L\_GG.png

✅ Gráfico guardado: FC\_LEVELS\_L\_IF.png

# 7) (Opcional) Si quieres pronóstico en diferencias (Δlog) también en PNG:  
plot\_series\_fc\_diff <- function(varname, file\_png) {  
 while (!is.null(dev.list())) dev.off()  
 png(file\_png, width = 1400, height = 900, res = 150)  
 par(mar = c(4,4,2,1))  
 plot(dY\_ts[, varname], type = "l", lwd = 2, xlab = "Trimestre", ylab = "Δ log",  
 main = paste("Histórico Δlog y Forecast -", varname))  
 lines(ts(dhat\_mean[, varname],  
 start = c(2007 + (T)/4, (T %% 4) + 1), frequency = 4), lwd = 2, lty = 2)  
 lines(ts(dhat\_low[, varname],  
 start = c(2007 + (T)/4, (T %% 4) + 1), frequency = 4), lty = 3)  
 lines(ts(dhat\_high[, varname],  
 start = c(2007 + (T)/4, (T %% 4) + 1), frequency = 4), lty = 3)  
 legend("topleft", bty = "n",  
 legend = c("Δlog histórico", "Δlog pronóstico (media)", "Banda baja", "Banda alta"),  
 lwd = c(2,2,1,1), lty = c(1,2,3,3))  
 dev.off()  
 cat("✅ Gráfico guardado:", file\_png, "\n")  
}  
  
for (vn in c("L\_PP","L\_PIB","L\_GG","L\_IF")) {  
 plot\_series\_fc\_diff(vn, paste0("FC\_DIFF\_", vn, ".png"))  
}

✅ Gráfico guardado: FC\_DIFF\_L\_PP.png

✅ Gráfico guardado: FC\_DIFF\_L\_PIB.png

✅ Gráfico guardado: FC\_DIFF\_L\_GG.png

✅ Gráfico guardado: FC\_DIFF\_L\_IF.png

cat("\n=== FORECAST listo: CSV + PNG exportados ===\n")

=== FORECAST listo: CSV + PNG exportados ===